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Abstract Information security has became more and more important issue in modern soci-
ety, one of which is the digital image protection. In this paper, a secure image encryption
scheme based on logistic and spatiotemporal chaotic systems is proposed. The extreme
sensitivity of chaotic system can greatly increase the complexity of the proposed scheme.
Further more, the scheme also takes advantage of DNA coding and eight DNA coding rules
are mixed to enhance the efficiency of image confusion and diffusion. To resist the chosen-
plaintext attack, information entropy of DNA coded image is modulated as the parameter of
spatiotemporal chaotic system, which can also guarantee the sensitivity of plain image in the
encryption process. So even a slight change in plain image can cause the complete change
in cipher image. The experimental analysis shows that it can resistant different attacks, such
as the brute-force attack, statistical attack and differential attack. What’s more, The image
encryption scheme can be easily implemented by software and is promising in practical
application.
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1 Introduction

With the development of communication technology, transmission of digital images via the
Internet has become more and more popular. However, this exposes the digital images to
serious threats in the transmission process. Different from text encryption techniques, image
has some special characteristics, such as bulk data capacity and high correlation among
pixels. Traditional encryption algorithms, such as Data Encryption Standard (DES), Interna-
tional Data Encryption Algorithm (IDEA) and Advanced Encryption Standard (AES), etc.,
are not suitable for image encryption. So it is necessary to design new image encryption
schemes.

The particular properties of chaos [3, 6], such as sensitivity to initial conditions and
system parameters, pseudo-randomness, ergodicity and so on, have granted chaotic dynam-
ics as a promising alternative for the conventional cryptographic algorithms. The inherent
properties connect it directly with cryptographic characteristics of confusion and diffusion,
which is presented in Shannon’s works [1]. Spatiotemporal chaotic system has been widely
used in chaotic cryptography [7, 12] in recent years for its excellent chaotic dynamic prop-
erties, which could maintain longer periodicity in digitalization and gain good performance
in cryptography. Moreover, it could be implemented in parallel by hardware, and has larger
key space. Thus, it is also suitable for image encryption [15, 16].

Due to massive parallelism, huge storage, ultra-low power consumption and the massive
research on DNA computing [17], DNA cryptography emerged as a new cryptographic field
[17, 19, 20]. Recently, DNA-based image encryption has become more and more popular
[8, 9, 14, 18, 21]. DNA-based image encryption is generally categorized into two phases:
firstly, using DNA theory to encode plain image pixels into DNA sequence. Then a gray
pixel value is decomposed into four DNA elements, which can increase the efficiency of
image confusion and diffusion. Secondly, the encoded plain image pixels generate a key
image based on DNA operation rules and form the cipher image. Zhang et al. [21] presented
an image encryption scheme based on DNA sequence addition operation, which was soon
analyzed to be invertible and insecure against chosen-plaintext attack [2]. The authors in
[22] found that the encryption algorithm proposed in [23] can be broken by choosing the
maximum number of �(m + 4n − 2)/3� + 1 plain images, where m and n are the width
and height of the plain image. In [11], a RGB image encryption algorithm based on DNA
encoding and chaos map was proposed. However, its encryption results are not sensitive
with respect to change of the plain image and secret key. Furthermore, the equivalent secret
key of the encryption algorithm can be reconstructed as analyzed in [10, 13].

According to the deficiencies of image encryption scheme [11, 21, 23], we have
formulated some rules to design secure image encryption scheme as follows:

(1) Cipher image should be sensitive with the changes of the secret key and plain images.
(2) Structural security of image encryption scheme is quite important. Some structural

weakness may reveal the equivalent keys instead of searching for secret keys directly.
(3) High-dimensional chaotic system is more reliable to design secure image encryption

scheme because of its high complexity. Some cryptosystems, which are based on a
low-dimensional chaotic map, have obvious drawbacks, such as short period and small
key space.

(4) Secret keys or other secret information should be relevant to the plaintext or ciphertext,
which can be necessary to resist chosen-plaintext attack.
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Based on these rules, we design a novel image encryption scheme, which utilizes chaotic
system, DNA encoding and information entropy. In the proposed scheme, logistic system is
iterated to generate the DNA matrix and the image encoding rules. Then the generated DNA
matrix performs the DNA addition operation with encoded image. To increase of sensitivity,
information entropy of additive DNA image is diffused through the iteration of logistic
system, which is used to modulate the parameter of spatiotemporal system and can speed
up both the confusion and diffusion process. The adoption of information entropy can cause
a 64-bit ciphertext expansion in order to decrypt the cipher image, but it has little influence
on the performance of the proposed scheme. Experiment analysis shows that the image
encryption scheme can resist various attacks and is suitable for practical image encryption.

This paper is arranged as follows. In Section 2, a brief description of spatiotemporal
chaotic system and DNA encoding is introduced. The details of the proposed image encryp-
tion and decryption process are described in Sections 3 and 4, respectively. In Section 5,
the simulation results are presented. Security and performance analysis will be discussed in
Section 6. The last Section presents the conclusions.

2 Preliminaries

2.1 Spatiotemporal chaotic system

The spatiotemporal chaotic system used in our scheme is the typical coupled map lat-
tice(CML). Compared with simple chaotic maps, spatiotemporal chaotic system possesses
two additional merits for cryptographic purposes. First, the period is much longer so that the
short period problem is practically avoided. Second, the system is high-dimensional and has
a number of positive Lyapunov exponents that guarantee the complex dynamical behavior
or pseudorandomness. Therefore, it is more impossible to predict the time series generated
by this kind of chaotic systems. The CML-based spatiotemporal chaotic system introduced
by Kaneko [5] is described as

xn+1(i) = (1 − ε)f (xn(i), u) + ε

2
[f (xn(i + 1), u) + f (xn(i − 1), u)] (1)

f (x, u) = ux(1 − x) (2)

where i = 1, 2, . . . , N , N is the number of lattices. f (x, u) is the logistic chaotic map,
and u ∈ [3.56995, 4] is the parameter. ε is the coupling parameter. The periodic boundary
condition, i.e., xn(j) = xn(N + j) for any valid j , is used in the CML. To balance the
complexity and efficiency, N is set to be 3 in the proposed image encryption scheme.

2.2 DNA coding

DNA (Deoxyribonucleic acid) is a molecule that encodes the genetic instructions used in
the development and functioning of all known living organisms and many viruses, and it has
become indispensable for basic biological research. There are four different nucleic acids
in a DNA sequence: A (adenine), T (thymine), C (cytosine), and G (guanine). It can be
concluded that A and T are complementary, as well as G and C, according to Watson-Crick
base pairing rules [23].
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In the binary system, 0 and 1 are complementary. Therefore, it can be inferred that
00(0) and 11(3) are complementary, as well as 01(1) and 10(2). These eight encoding and
decoding rules [10] for the DNA sequence are listed in Table 1.

With the development of DNA computing, some algebraic operators are essential.
Tables 2 and 3 describe DNA addition and subtraction operation, respectively. The addition
and subtraction operation can be properly used for image encryption.

3 The proposed image encryption scheme

This section will present the details about the image encryption scheme, which combines
the advantages of spatiotemporal chaotic system and DNA encoding. The process of the
encryption process is shown in Fig. 1. It consists of five parts:

(1) Generate the secret key
The secret key includes initial value and parameters of logistic chaotic sys-

tem (xl
0, u

l
0), initial value and coupling parameter of spatiotemporal chaotic system

(xs
0(i), ε), 1 ≤ i ≤ 3. The parameter of spatiotemporal chaotic system us is derived

from information entropy of the image.
(2) Image DNA encoding and substitution

Input the 8-bit gray image Iinput of size m × n. The gray value of each pixel is vi ,
i = 1, 2, . . . , mn. Each vi ∈ {0, 1, · · · , 255} can be decomposed into four elements
by:

vi =
3∑

k=0

v4−k
i · 4k, vk

i ∈ {0, 1, 2, 3} (3)

In this way, convert Iinput into matrix I ′ of the size m×4n. Then iterate the logistic
chaotic map (2) with the initial value xl

0 and parameter ul
0 to get the sequence:

L1 = {x1, x2, · · · , x4n}
Convert L1 into DNA sequence

L′
1 = {d1,1, d1,2, · · · , d1,4n}

by computing:
li = �xi × 28� mod 4 (4)

d =

⎧
⎪⎪⎨

⎪⎪⎩

A if li = 0
C if li = 1
G if li = 2
T if li = 3

(5)

Table 1 Eight DNA encoding and decoding rules

0 1 2 3 4 5 6 7

A−00 A−00 C−00 C−00 G−00 G−00 T−00 T−00

C−01 G−01 A−01 T−01 A−01 T−01 C−01 G−01

G−10 C−10 T−10 A−10 T−10 A−10 G−10 C−10

T−11 T−11 G−11 G−11 C−11 C−11 A−11 A−11
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Table 2 DNA addition operation
+ A C G T

A T A C G

C A C G T

G C G T A

T G T A C

where �x� takes the largest integer less or equal than x. Compute e1 = �x4n × 28�
mod 8 and choose the DNA encoding rule e1 to encode the elements in the first row
of I ′. Continue iterating the logistic chaotic map to get the sequence:

L2 = {x4n+1, x4n+2, · · · , x8n}.

According to the (4, 5), encode L2 into DNA sequence

L′
2 = {d2,1, d2,2, · · · , x2,4n}.

Compute e2 = �x8n × 28� mod 8. For the elements in the second row of I ′, choose
the DNA encoding method e2.

Continue doing like the above steps, until all the m rows in I ′ are encoded. Then
perform the DNA addition to get the DNA matrix IDNA of size m × 4n by:

IDNA = I ′ + L′ (6)

(3) Image entropy computation
Compute the information entropy H of IDNA by:

H =
∑

i∈{A,T ,G,C}
p(i) log2

1

p(i)
(7)

where p(i) is the occurrence probability of i in IDNA. Then compute:

xH
0 =

{
H − �H� if H − �H� 	= 0
xl

0 if H − �H� = 0
(8)

Table 3 DNA subtraction
operation − A C G T

A C A T G

C G C A T

G T G C A

T A T G C
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Fig. 1 Block diagram for image encryption process

xH
0 is regarded as initial value of logistic chaotic map and iterate the logistic map

with the parameter ul to get xH
20. Convert decimal xH

20 into 64-bit binary sequence
Hbinary as follows:

Hbinary = Dec2Bin
(
xH

20, 64
)

(9)

Inversely, convert the binary sequences Hbinary into decimal Hdecimal as follows:

Hdecimal = Bin2Dec(Hbinary) (10)

It should be noticed that Hdecimal may not be equal to xH
20 because of the influence of

finite computer precision. Iterate the logistic chaotic map with the initial value xl
0 and

parameter ul to get sequence xl
10. Compute

Hcipher = Dec2Bin
(
xl

10, 64
)

⊕ Hbinary (11)

where ⊕ denotes the exclusive or operation, Hcipher is regarded as the ciphertext of
the entropy.

(4) Image permutation
Compute

us = 3.75 + 0.25Hdecimal (12)

Iterate the spatiotemporal chaotic map as shown in (1) with the initial value xs
0(i), i ∈

{1, 2, 3}, coupling parameter ε and us to get the sequence:

R = {x(1)1, x(1)2, · · · , x(1)m}, C = {x(3)1, x(3)2, · · · , x(3)4n}
Sort R and C in ascending order:

R′ = {x(1)′1, x(1)′2, · · · , x(1)′m}, IndR = {i1, i2, · · · , im}, x(1)ik = x(1)′k
C′ = {x(3)′1, x(3)′2, · · · , x(3)′4n}, IndR = {j1, j2, · · · , j4n, x(3)jk

= x(3)′k
According to IndR and IndC , permute the rows and columns of IDNA by:

I ′
DNA(i, j) = IDNA(IndR(i), IndC(j)) (13)

where i = 1, 2, · · · , n, j = 1, 2, · · · , 4n.
(5) Image decoding

According to the first decoding rule in Table 1, decode the DNA matrix I ′
DNA into

the cipher image Icipher . (Hcipher , Icipher ) is the final ciphertext.

4 Image decryption algorithm

The decryption process is the simple reversion of the above encryption, which is shown in
Fig. 2. We will introduce it briefly.

(1) Choose the first DNA encoding rule to encode the cipher image Icipher and get I ′
DNA.
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Fig. 2 Block diagram for image decryption process

(2) According to the secret key, iterate the logistic chaotic map and decrypt entropy
ciphertext to get Hdecimal .

(3) Iterate the spatiotemporal chaotic map and execute the reverse permutation to get
IDNA.

(4) Iterate the logistic map to generate the corresponding sequence, reverse the substitu-
tion by DNA subtraction, and decode the DNA image from the first row to the last and
get I ′.

(5) By (3), it is very convenient to recover the plain image Iinput from I ′.

5 Simulation result

To analyze the performance of image encryption scheme, we implement the algorithm by
Matlab 7.14, with the secret key

{xl
0 = 0.437, ul = 0.785, xs

0 = (0.364, 0.785, 0.293), ε = 0.2582}.

The “Lena”, “black” and color “peppers” images are used as the plain image. The corre-
sponding cipher images and decrypted images are as in Fig. 3. For the color image, the three
channels of red, green and blue, are encrypted separately. From the cipher image Fig. 3(b),
(e), (h), we can see that the simulation result is quite satisfactory.

6 Security and performance analysis

A well designed image encryption scheme should be robust against different kinds of
attacks, such as brute-force attack, statistical attack, differential attack, and chosen-plaintext
attack [15]. In this section, we will analyze the security of the proposed encryption scheme.

6.1 Resistance to the brute-force attack

6.1.1 Key space

The key space of the image encryption scheme should be large enough to resist the brute-
force attack, otherwise it will be broken by exhaustive search to get the secret key in a
limited amount of time. In the encryption scheme, {xl

0, u
l, xs

0, ε} is the secret key and xs
0

consists of three initial values, where xl
0, x

s
0, ε ∈ (0, 1), ul ∈ (3.56995, 4). The precision of

64-bit double data is 10−15, so the key space is about 1015×1014×(1015)3×1015 = 1089 ≈
2295, which is larger than the max key space (2256) of practical symmetric encryption of
AES [4]. So it is large enough to resist brute-force attack.
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(a) plain image (b) cipher image (c) decrypted image

(d) plain image (e) cipher image (f) decrypted image

(g) plain image (h) cipher image (i) decrypted image

Fig. 3 The plain image, cipher image and corresponding decrypted image of “Lena”(a-c), “black”(d-f) and
“peppers”(g-i), respectively

6.1.2 Sensitivity of secret key

The logistic and spatiotemporal chaotic system are extremely sensitive to the system param-
eter and initial value. A light difference can lead to the decryption failure. To test the secret
key sensitivity of the image encryption scheme, we change the secret key xl

0 from 0.437
to 0.437000000000001 to decrypt the “Lena” cipher image in Fig. 3(b), while the other
secret key (ul, xs

0, ε) remains the same. The decryption result and its corresponding his-
togram are shown in Fig. 4. We can see that the decrypted image is completely different
from the original “Lena” image and its histogram is quite flat. The test results of the other
secret key (ul, xs

0, ε) are similar. The experiment shows that the image encryption scheme is
quite sensitive to the secret key , which also indicates the strong ability to resist exhaustive
attack.
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(b)

Fig. 4 The sensitivity to the secret key: (a)The decryption result of “Lena” image when xl
0 is changed from

0.437 to 0.437000000000001; (b) The histogram of incorrectly decrypted image

6.2 Resistance to the statistic attack

6.2.1 The gray histogram analysis

The histogram is used to show the distribution of pixel values of a gray image. The his-
togram of cipher image should be flat enough, otherwise some information can be leaked
to cause the statistical attack. This makes cipher-only attack possible through analyzing
the statistic property of the cipher image. Figure 5. shows the gray-scale histograms of the
“Lena” image and its corresponding cipher image, respectively. Comparing the two his-
tograms we can see that the pixel values of the original “Lena” image are concentrated on

0

500

1000

1500

2000

2500

3000

0 50 100 150 200 250

(a)

0

500

1000

1500

2000

2500

0 50 100 150 200 250

(b)

Fig. 5 The gray histogram analysis: (a) The gray histogram of the original “Lena” image; (b) The gray
histogram of its cipher image
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some values, but the histogram of its cipher image is very uniform, which makes statistical
attacks impossible.

6.2.2 Information entropy

The information entropy [1] is used to express randomness and can measure the distribution
of gray values in the image. The more uniform the distribution of pixel gray values, the
greater the information entropy is. It is defined as follows:

H(m) = −
L∑

i=0

P(mi) log2 P(mi) (14)

where mi is the i-th gray value for an L level gray image, L = 255. P(mi) is the probability
of mi in the image and

∑L
i=1 P(mi) = 1. The information entropy of an ideal random image

is 8, which shows that the information is completely random. The information entropy of
the cipher image should be close to 8 after encryption. The closer it is to 8, the smaller
possibility for the scheme leaks information. We compute the information entropy of “Lena”
cipher image H(m) = 7.9993, which is very close to 8. It can be seen that the proposed
image encryption scheme hardly leaks any information.

6.2.3 The correlation analysis

Correlation indicates the linear relationship between two random variables. In image pro-
cessing, it is usually employed to investigate the relationship between two adjacent pixels.
Usually, the correlation of between adjacent pixels in the plain image is very high. A good
encryption scheme should reduce the correlation between adjacent pixels, i.e., the less cor-
relation of two adjacent pixels have, the safer the cipher image is. In order to test the
correlation of two adjacent pixels, we randomly select 2000 pairs (horizontal, vertical and
diagonal) of adjacent pixels from the original “Lena” image and its corresponding cipher
image. Using the following formulas for the correlation computation.

rxy = cov(x, y)√
D(x) × √

D(y)
(15)

cov(x, y) = 1

N

N∑

i=1

(xi − E(x))(yi − E(y)) (16)

D(x) = 1

N

N∑

i=1

(xi − E(x))2 (17)

E(x) = 1

N

N∑

i=1

xi (18)

The computation results are shown in the Table 4. It shows that there is strong correlation
between adjacent pixels of each direction in original “Lena” image since the correlation
coefficients are all close to 1 while the correlation coefficients of the adjacent pixels in the
cipher image are very small, which are close to 0. So the image encryption scheme can
greatly reduce the correlation of the cipher image.

For the graphical display, Fig. 6(a)–(c)show the strong correlation of (horizontal, vertical
and diagonal) adjacent pixels in the original “Lena” image since most dots are distributed
along the diagonal and Fig. 6(d)–(f) show that the correlation of adjacent pixels in the
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Table 4 Correlation coefficients
of the original “Lena” image and
its cipher image

Horizontal Vertical Diagonal

Original image 0.9794 0.9646 0.9535

Cipher image 0.0214 0.0465 −0.0090

corresponding cipher image is greatly reduced since the dots are distributed in the entire
plane.

6.3 Resistance to differential attack

Differential attack means that attacker makes a slight change to the original image, and
use the proposed image encryption scheme to encrypt for the original image before and
after changing, to find out the relationship between the original image and the cipher image
through comparing two cipher images. Researchers usually adopt NPCR (number of pixels
change rate) and UACI (unified average change intensity) as two criterions to examine the
performance of resisting differential attack. The following equations are used to compute
NPCR and UACI:

C(i, j) =
{

0 if P1(i, j) = P2(i, j)

1 if P1(i, j) 	= P2(i, j)
(19)

NPCR =
∑M

i=1
∑N

j=1 C(i, j)

M × N
× 100 % (20)

UACI =
∑M

i=1
∑N

j=1 |P1(i, j) − P2(i, j)|
255 × M × N

× 100 % (21)

where M and N are the height and width of the image, P1(i, j) and P2(i, j) denote the
pixel gray value of two cipher images in the same position. The closer the NPCR gets to 100
%, the more sensitive the cryptosystem is to the original image, and the more effective the
cryptosystem resists differential attack. The greater the UACI is, the better the cryptosystem
resists the differential attack. For the 512 × 512 “Lena” image, we choose five pixel from
the position of four corners and middle, and then change the pixel gray values to calculate
the NPCR and UACI, respectively. From the result in Table 5, the NPCR is very close to
100 % and UACI is about 33 %, which demonstrates that the proposed image encryption
scheme has a strong ability to resist differential attack.

6.4 Resistance to chosen-plaintext attack

In the image encryption scheme, we utilize image information entropy to avoid chosen-
plaintext attack existing in [2, 23]. The entropy is computed after the original image

Table 5 NPCR and UACI when pixel value changed in different position

Position Original pixel Changed pixel NPCR UACI

(1,1) 164 165 99.61 % 33.51 %

(1,512) 131 132 99.60 % 33.41 %

(256,256) 94 95 99.58 % 33.44 %

(512,1) 47 48 99.60 % 33.38 %

(512,512) 108 109 99.60 % 33.45 %
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Fig. 6 Correlation analysis: (a)-(c)correlation among horizontally, vertically, and diagonally adjacent pixels
of the original image ”Lena”; (d)-(f)correlation among horizontally, vertically, and diagonally adjacent pixels
of its cipher image

processed by DNA encoding and DNA addition. According to (7), the entropy is determined
both by the original image and secret key. Then the information entropy is diffused to influ-
ence the entire cipher image through the sensitivity of logistic and spatiotemporal chaotic
system. From the differential attack test, we can see that even a slight change in plain image
can cause a huge change in the cipher image, which satisfies good encryption result. How-
ever, the entropy information Hdecimal is also needed to decrypt cipher image, which can
cause a 64-bit ciphertext expansion. In order to avoid being leaked, it is encrypted by exclu-
sive or operation in (11). Even if the entropy information is cracked by brute-force attack,
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Fig. 7 Image encryption scheme speed test

the attacker still cannot launch any attacks without secret key. The measure can prevent the
image encryption scheme from chosen-plaintext attack effectively.

6.5 Image encryption scheme speed test

The image encryption scheme is implemented by Matlab on personal computer with Intel
i7-3667U processor and 4.00G RAM. The encryption and decryption consumption time is
recorded for the images of different size. The result is shown in Fig. 7.

From Fig. 7, we can see that the larger size of the image, the more time it needs for
encryption and decryption. For a general size of image, for example, with the size of 512 ×
512, it consumes less than one second to encryption or decryption. When transplanted to
other implement environment, like C/C++, the speed can be much faster, which can satisfy
practical demand.

6.6 Comparison with other methods

In this section, we compare statistical performance with three other related image encryption
schemes proposed in recent years, namely, Refs. [14, 21, 23].

The statistical results are based on “Lena” image, which are listed in Table 6. From the
table, we can see that the information entropy value of the four schemes are all very close to
8, which can guarantee no information leak of cipher image. For the correlation analysis in
horizontal, vertical and diagonal direction, the value of our scheme is slightly bigger, but it
has little influence since they are all extremely close 0, which show uniform distribution of
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Table 6 The performance comparsion of the proposed scheme with other methods

Ref. [21] Ref. [23] Ref. [14] Our scheme

Information entropy 7.9980 7.9968 7.9992 7.9993

Correlation analysis Horizontal 0.0036 0.0012 0.0058 0.0214

Vertical 0.0023 0.0026 0.0022 0.0465

Diagonal 0.0039 0.0021 0.0031 −0.0090

Differential analysis NPCR 99.61 % – 99.71 % 99.60 %

UACI 38 % – 33.63 % 33.44 %

cipher image. Compared to Refs. [14, 21, 23], the UACI value of our scheme is more close
to the ideal value 33.33 %.

However, Refs. [21, 23] have already been analyzed to be insecure [2, 22]. The scheme in
Ref. [14] are constructed by DNA sequences and genetic algorithm, and has quite complex
structure, which may lead to side effect for the performance. In contrast, our scheme takes
advantage of the logistic and spatiotemporal chaotic system and can achieve high complex-
ity with simple structure. So our proposed image encryption scheme shows some advantage
and can be regarded as a candidate for image encryption in practical application.

7 Conclusions

In this paper, a novel image encryption scheme is proposed, which takes the advantage of the
chaotic system, DNA encoding and information entropy simultaneously. The sensitivity and
unpredictability of logistic and spatiotemporal chaotic system can guarantee the structural
complexity of the scheme. Through the DNA encoding, a pixel value can be decomposed
into four DNA elements, which can realize both confusion and diffusion efficiently. Infor-
mation entropy is utilized to resist the chosen-plaintext attack and increase the sensitivity
of plain image. In order to decrypt the cipher image, the scheme can cause a 64-bit cipher-
text expansion. But this has little influence on the performance. Explicit analysis shows that
the proposed scheme is quite secure to resist different attacks, such as brute-force attack,
statistical attack, differential attack, and chosen-plaintext attack, etc., and also suitable in
practical application.
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